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Abstract. We describe a strategy for collecting experimental data and validat-
ing a bone-burr haptic contact model developed in a virtual surgical training
system for middle ear surgery. The validation strategy is based on the anal-
ysis of data acquired during virtual and real burring sessions. Our approach
involves intensive testing of the surgical simulator by expert surgeons and
trainees as well as experimental data acquisition in a controlled environment.

1 Introduction

The temporal bone is one of the most complicated anatomical areas in the human body [1].
Surgical accessibility of all of its structures has vastly increased the number of potential
treatments for patients with hearing or balance disorders. Successful execution of temporal
bone dissection requires a high level of dexterity, experience and knowledge of the patient
anatomy. Human cadaver dissections are currently considered the primary teaching tool.
However, the physical limitations and decreased availability of the material, as well as its
high handling and disposal cost and the risks associated to transmission of diseases such
as BSE, make this training method increasingly problematic. A VR simulator realistically
mimicking a patient-specific operating environment would therefore significantly contribute
to the improvement of surgical training.

Accurate and fast burr–bone interaction simulation is a key enabling technology in the
development of such a simulator. It has to include burr–bone contact detection, bone erosion,
generation of haptic response, and synthesis of secondary visual effects, such as bone debris
accumulation, blooding, irrigation, and suction [2]. The human perceptual requirements of a
simulator impose very stringent constraints on performance, making bone dissection simula-
tion a technological challenging task.

In this paper, we describe the strategy we use to collect experimental data and to validate
a bone-burr haptic contact model developed in a virtual surgical training system [3, 4]. The
validation strategy is based on the analysis of data acquired during virtual and real burring
sessions. Our approach involves intensive testing of the surgical simulator by expert surgeons
and trainees as well as experimental data acquisition in a controlled environment. The rest of
the paper is organized as follows. Section 2 summarizes the related work in surgical simula-
tion and the current state-of-the-art haptic models available in literature. Section 3 describes
the current setup for our surgical training system and the experimental setup that we currently



use to record bone-burr physical contact forces. We then illustrate our preliminary results for
the validation of the contact model and the testing of the surgical simulator prototype.

2 Related work

A number of groups are developing simulators for bone dissection.
Early systems (e.g. [5]) focused on increasing the understanding of the anatomy by pro-

viding specialized visualization tools of static models. The VrTool [6] and the VOXEL-
MAN system [7, 8] mainly concentrate on accurate visual presentation of free-form volume-
sculpting operations. The Ohio Virtual Temporal Bone Dissection simulator [9, 10, 11],
similarly to our work, aims instead at realistically mimicking the visual and haptics effects
of a real operation. Our work is characterized by a physically based contact model, the use
of patient specific data, and the focus on validating the haptic model with experimental data.
To our knowledge, such data is not currently available in the literature. References [12, 13]
provide a general overview of the project, mostly covering pre-operative planning; reference
[2] focuses on the human factor analysis; reference [3] presents an implementation of visual
and haptic simulation of bone dissection based on a ”first principles” model.

3 Methods and tools

3.1 Surgical simulator setup

Our surgical simulator has been designed following the requirements identified in a human
factor analysis[12, 13]. The analysis involved a review of existing documentation, training
aids, and video recordings, interviews with experienced operators, as well as direct observa-
tion of the procedure being performed in theater. We harness the difference in complexity
and frequency requirements of the visual and haptic simulations by modeling the system as
a collection of loosely coupled concurrent components. The haptic component exploits a
multi-resolution representation of the first two moments of the bone density to rapidly com-
pute contact forces and determine bone erosion.

The visual component uses a time-critical particle system evolution method to simulate
secondary visual effects, such as bone debris accumulation, blooding, irrigation, and suc-
tion. The system runs on two interconnected multiprocessor machines. The data is initially
replicated on the two machines. The first is dedicated to the high-frequency tasks: haptic
device handling and bone removal simulation, which run at 1 KHz. The second concurrently
runs, at about 15–20 Hz, the low-frequency tasks: bone removal, fluid evolution and visual
feedback. The two machines are synchronized using one-way message passing via the Stan-
ford VRPN library[14]. The Virtual-Reality Peripheral Network (VRPN) system provides
a device-independent and network-transparent interface to virtual-reality peripherals. This
communication library provides also a suitable mean to record complete traces of the train-
ing sessions, which can then be processed off-line by data analysis tools.

3.2 Experimental setup

Our bone dissection simulation technique is based on the assumption that bone/burr contact
forces are well approximated by functions of the first two moments of the bone characteristic
function, restricted to the region contained in the burr [3, 4].



Figure 1: Surgical simulator setup vs experimental setup: on the left the virtual surgical training
system user interface is composed by two phantom devices that provide force feedback for sucker
and burr, as well as an N-vision binocular display that presents images to the user; on the right the
experimental setup for measuring contact forces between the burr bit and the bone

In order to validate this assumption and tune the model internal parameters, an experi-
mental setup has been built to measure contact forces between the burr bit and the bone (see
figure 1 right). Our experimental setup is composed by the following items:

• a robotic arm in composite material with three degrees of freedom;

• a mini drill MINICRAFT, model MB150, commonly used for surgical training;

• a laser displacement sensor, MESSTECHNIK Opto ILD1400;

• a set of Kiowa strain-gauges, to measure deformations along principal directions.

The robotic arm is used to perform movements along principal directions at constant ve-
locity, while keeping the burr bit applied to the bone. The displacement sensor records the
position of the burr bit, while the strain-gauges, placed on the robot grip, measure the contact
forces between bone and burr along the normal and tangential direction. The strain-gauges
signals are acquired and processed by a Dataforth DAQ Board, extended with a number of
additional input modules. The data is acquired, recorded, and visualized using National In-
struments LabView.

4 Results

4.1 Simulator results

Our current training system is configured as follows: a single-processor PIV/1500 MHz with
256 MB PC133 RAM for the high-frequency tasks (haptics loop (1KHz) and interprocess
communication loop); a dual-processor PIII/800 MHz with 512 MB PC800 RAM and a
NVIDIA GeForce 4 Ti 4600 and running a 2.4 linux kernel, for the low frequency tasks(
receiving loop, simulator evolution and visual rendering); a Phantom Desktop and a Phantom
1.0 haptic devices, that provide 6DOF tracking and 3DOF force feedback for the burr/irrigator
and the sucker; a n-vision VB30 binocular display for presenting images to the user.

The performance of the prototype is sufficient to meet timing constraints for display
and force-feedback, even though the computational and visualization platform is constructed
from affordable and widely accessible components. We are currently using a volume of
256x256x128 cubical voxels (0.3 mm side) to represent the region where the operation takes
place.



We are extensively testing the virtual surgical training system in collaboration with sur-
geons of the Department of NeuroScience of the University of Pisa. In particular, contact
model parameters and erosion factors have been tuned according to their indications and
there is consensus that they represent a good approximation of reality. The first training ses-
sions were performed by an expert surgeon and two trainees; each of them was asked to make
three times the same intervention.

Figure 2: Sequence recorded from the simulator: the principal steps of a basic mastoidectomy are
represented

Figure 2 shows a basic mastoidectomy sequence recorded from the simulator, with typical
noble structures recognizable. Figure 2 top left shows the the cortex removal, figure 2 top
right the cavity saucerization, figure 2 bottom left the lateral sinus, and figure 2 bottom right
the mastoid antrum.

Measurement data are obtained by processing the VRPN logs.
Figure 3 shows on the left typical burr force plot, while on the right shows the associated

burr tip speed. Force and velocity plots highlight that surgeon movements are periodic and
characterized by repeated lateral strokes of 2-3 cms with variable durations [2].

Current available data show consistency between different training sessions of the same
user. Average forces exerted by burr are between0.7 and1.3 N for the expert surgeon and
between0.8 and1.1 N for trainees, while average tool velocities are between8.0 and12.0
m/sec for the expert surgeon and10.0 and17.0 m/sec for trainees.

4.2 First experimental results

At the time of this writing, we are carrying out a number of data acquisition runs, with burr
moving at constant velocity towards the bone, and are measuring vertical contact forces as
a function of displacement. Different burr tips, velocities, and materials are being tested. In
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Figure 3:Training session. Example of a burr contact force and velocity recorded during a training
session with the simulator.

particular, we plan to measure and compare the characteristics of human petrous bone with
the characteristics of Pettigrew Plastic Temporal Bones [15].

Figure 4:Experimental measures. Experimentally measured vertical contact force as a function of
time. Constrained vertical motion at constant speed, with burr drilling a hole in a human temporal
bone.

Our preliminary results indicate that the experimental setup is appropriate to measure ver-
tical contact forces as a function of displacement (see figure 4). Successive sets of measures
on the same material report consistent data. We are currently in the process of fitting the con-
tact force model to the experimentally acquired data. The general behaviour of the acquired
curves appears to be consistent with our force model.

5 Conclusions and Future Work

We presented a strategy for collecting experimental data and validating a bone-burr haptic
contact model developed in a virtual surgical training system for middle ear surgery. Our
approach is based on the analysis of data acquired during virtual and real burring sessions and
it involves intensive testing of the surgical simulator by expert surgeons and trainees as well
as experimental data acquisition in a controlled environment. We are currently in the process
of acquiring experimental data for different materials, burr tips, and burring velocities. We
are also working on defining metrics appropriate to the quantitative analysis of virtual training
session traces.
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