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Abstract

Virtual angioscopy is a non invasive medical procedure for explor-
ing parts of the human vascular system. We have developed an in-
teractive tool that takes as input data acquired with standard med-
ical imaging modalities and regards it as a virtual environment to
be interactively inspected. The system supports real-time naviga-
tion with stereoscopic direct volume rendering and dynamic endo-
scopic camera control, interactive tissue classification, and interac-
tive point picking for morphological feature measurement. In this
paper, we provide an overview of the system, discuss the techniques
used in our prototype, and present experimental results on human
data sets. The accompanying video-tape illustrates our approach
with interactive sequences showing the examination of a human
carotid artery.
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1 Motivation

Atherosclerosis is a generalized process in which morbidity and
mortality usually result from localized plaque deposition rather than
diffuse diseases. The locations of the depositions in susceptible
zones of the arterial tree are relatively constant and predictable,
which suggests that vessel geometry and fluid localizing factors
play an important role in the onset of the disease. Differing lumen
diameters, curvatures, branching, and angles produce local distur-
bance in the primary blood flow field. Branch points are known
to be particularly vulnerable to plaque formation and are subject to
wide variation in hemodynamic conditions. Emerging approaches
to vascular disease treatment are percutaneous transluminal angio-
plasty and/or intravascular stenting after angioplasty. The effective-
ness of these techniques remains however limited by a 30% to 50%
restenosis rate within the first six months. One of the reasons of
this high failure rate is the difficulty to characterize the arterial le-
sion, the precise three-dimensional geometry of the atherosclerotic
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plaque, and its relationship with the rest of the vessel. Technolog-
ical advances and improvements in the characterization of the dis-
eased vessel as well as in the understanding of the precise spatial
location of the lesion to be stented are susceptible to increase the
success rate of vascular procedures and the feasibility of approach-
ing complex lesions, thus reducing the rate of restenosis.

Recent advances in non-invasive data acquisition technology,
e.g. spiral computerized tomography (CT) and fast magnetic res-
onance (MR) imaging, are now providing physicians with large
amounts of quantitative information on a patient’s internal struc-
tures, making it possible to carefully study parts of the arterial tree
before intervention. The ability to analyze scalar volume datasets
acquired by the use of non invasive techniques is thus gaining im-
portance in the diagnostic and therapy planning fields, and physi-
cians are now faced with the need to interpret data produced by CT
and MR scanners.

Data analysis is currently done mostly by analyzing static images
of 2D volume slices. Physicians are thus forced to mentally com-
bine multiple views for constructing a mental model of 3D shapes,
adding further complexity to what is often an already difficult task.
The creation of a virtual environment for the direct analysis in three
dimensions of volumetric data, i.e. a virtual angioscopy system,
overcomes these problems [12, 7].

In virtual angioscopy, and more generally virtual endoscopy, a
three-dimensional dataset of a body part derived from diagnostic
imaging data is displayed on a computer and made available for
3D navigation and analysis. Research virtual endoscopy prototypes
are being developed and have proven useful for a variety of clin-
ical applications (e.g. bronchoscopy [23], cholonoscopy [10] and
minimally invasive surgery planning [1]).

Because of the computational costs associated with image pro-
duction, work in this field has until recently concentrated on gen-
erating precomputed fly-through animations [12, 19, 22], which
makes these tools rather cumbersome to be used for the kind of
detailed clinical examinations that are needed to examine com-
plex vessel lesions. The continued improvement and prolifera-
tion of graphics hardware for workstations and personal computers
promises to bring increasing prominence to a newer style of vir-
tual endoscopy system, which support real-time exploration and are
therefore better suited for virtual angioscopy applications. How-
ever, current interactive virtual endoscopy systems are mostly based
on surface rendering techniques, where volumetric data is automat-
ically or manually segmented during a preprocessing step to extract
boundary surfaces that are then rendered during navigation [23, 10].
These techniques have proven to be often not accurate enough for
clinical examinations [29, 16, 7]. In particular, since when using
surface rendering only the interior surfaces of a cavity are visi-
ble during navigation, diagnostic capabilities are severely limited
[17, 18, 22].

Our aim is to merge the concepts of interactive direct volume
rendering and virtual endoscopy in a tool for non-invasive visual-
ization and analysis of diseased vessels. In this paper, we provide
an overview of the system, discuss the techniques used in our pro-
totype, and present experimental results on explanted human data



sets. The accompanying video-tape illustrates our approach with
interactive sequences showing the examination of human carotid
artery CT data.

2 System Overview

Our interactive virtual angioscopy system takes as input data ac-
quired with standard medical imaging modalities and regards it as
a virtual environment to be interactively inspected. As the system
employs the DICOM standard for input dataset coding, it is possible
to have it connected directly to standard medical data acquisition
devices.

Our laboratory is connected via LAN through a 2 Mbit/s ded-
icated line to a CTN Image Server [28] that can acquire datasets
from a Picker CT Scanner equipped with a DICOM Storage Class
Provider located in the Radiology Department of the S. Michele
hospital [8]. New acquisitions are made thus available for exami-
nation in a few minutes. When the dataset is loaded on the graphical
workstation, the system presents a perspective view of the dataset
and users may interactively take morphological measures, move the
viewpoint, and modify the classification parameters to obtain the
best visual representation of the particular anatomy under examina-
tion.

When building a virtual angioscopy system, the most important
design factors to be taken into account are rendering and interaction
techniques. Our choices are discussed in the following sections.

2.1 Rendering Techniques

Direct volume visualization is a rendering technique which does not
require the construction of intermediate geometric representations
and has the advantage of supporting the representation in a single
image of the full dataset using semi-transparent mapping [20, 26,
6].

With this technique, images are produced by integrating along
selected projectors the value of a continuous absorption-emission
volume function reconstructed from discrete sampling points [13].
By manipulating the mapping from values of the original volume
data to emission and absorption coefficients, various effects can be
achieved, including isosurfaces and opaque objects. The method is
therefore more general than surface rendering and more appropriate
for tissue examination.

The full potential of volume rendering is exploited when allow-
ing users to view and interact in real-time with the volume in a nat-
ural way. To support interactive performance, we have chosen to
directly render the volumes via back-to-front volume slices compo-
sition, exploiting texture mapping and alpha-blending on high-end
graphics accelerators [15]. While not as general as ray-casting, this
type of rendering technique has proven to be appropriate for medi-
cal data exploration [4, 3, 27].

Our implementation, based on OpenGL 3D texturing, supports
perspective projection with arbitrary viewing angles, 16 bit texels,
arbitrarily sized volumes through brick decomposition, and interac-
tive classification through hardware look-up tables. Several recent
papers describe similar uses of 3D texture mapping hardware for
direct volume rendering [4, 3, 9, 27, 11]. Our major improvements
are the following:

adaptive sampling: both image quality and rendering speed
are directly related to the number of slices used to sample
the volume. The more slices are rendered, the more accu-
rate the results, but the longer the rendering time. Given the
timing constraints of interactive applications, it is important
to produce good quality images without using an excessively
large number of slices. Since in perspective renderings the
contribution of the slices to the final image diminishes with

their distance to the viewer, a good strategy is to space the
slices proportionally to the inverse of that distance. With this
approach spatial resolution is increased close to the viewer,
making close-up inspection more precise while reducing the
details in the background, which is appropriate for an inter-
active tool. As emission/absorption varies non linearly with
thickness [13], special care has to be taken to correctly com-
pute the contribution of each slice. In our renderer, we asso-
ciate to each slice a thickness which depends on slice spac-
ing. Texture lookup tables, a Silicon Graphics extension to
OpenGL, are then used to define opacity values that depend
on slice thickness. Serra et al. also use variable slice spacing,
but without opacity correction, introducing notable artifacts
[21];

zoom rendering: pixel fill-rate is the major limiting factor
when using a texturing approach to volume visualization. In
zoom rendering, an appropriately down-scaled image is ren-
dered in the back buffer and then enlarged and copied to the
front buffer [14]. This way, delays associated with buffer
swap synchronization are avoided, and the number of pix-
els filled during volume rendering is reduced. In our imple-
mentation, the copy and zoom operations are implemented by
copying the reduced size image in texture memory and then
rendering a textured polygon in the front buffer. This way,
sophisticated texture interpolation algorithms can be used to
reduce the artifacts caused by magnification. Zoom rendering
is particularly useful for endoscopic volume rendering appli-
cations, because the pixel resolution is much larger than the
resolution of the data that is displayed in the window. Zoom
rendering is only active during navigation, still images being
recomputed at maximum resolution.

The ability to render perspective views of a volume at interac-
tive speeds dramatically improves depth perception, thanks to mo-
tion parallax effects, and makes it possible to use direct interaction
techniques to naturally perform complex 3D tasks, such as find-
ing the best viewpoint or positioning cutting planes. Depth shad-
ing and stereoscopic image display provide additional depth cues,
helping in the perception of 3D shapes. To provide accurate vi-
sualization beyond the capabilities of a real-time volume renderer,
we integrated in our virtual angioscopy prototype a volume ray-
caster, available as a viewing filter [2] that produces on demand a
ray-casted view of a user selectable 2D screen region.

2.2 Interaction Techniques

In our application, the user interacts with the rendered volume using
both hands simultaneously: the left hand, controlling a Spaceball, is
used for 3D navigation with six-degree-of-freedom control, while
the right hand, holding a mouse, is used to operate two-dimensional
widgets and to measure morphological features by picking points
on the volume. A simple 2D user interface in a separate panel is
used for specifying the transfer function mapping data values to
opacity/color values [6]. This way it is possible to interactively
extract from the original data the required morphological features.

The two most important interactive operations are virtual camera
control and point picking:

virtual camera control: based on our previous work on phys-
ically based dynamic camera control, we interpret input from
the 3D input device as forces and torques applied to a vir-
tual camera model [25, 24, 10]. A viscous friction force field
proportional to volume opacity is used to avoid penetration
in opaque areas. This way, the endoscopic camera is always
confined in the interior of a cavity;



Figure 1: Interactive session with the virtual angioscopy system

Figure 2: Graphical user interface of the virtual angioscopy system

point picking: interactive point picking, implemented by
casting a ray that starts from the 2D mouse position, makes
it possible to interactively drag rulers to measure morpho-
logical features. To detect walls during ray-casting, we use
an accumulated-opacity algorithm [5] that traces the ray from
front to back and stops when the accumulated opacity is larger
than a user settable threshold. As the algorithm is used for
boundary detection, during ray tracing the opacity of voxels
which are smaller than a user-defined threshold are set to zero.

3 Implementation and Results

The system has been implemented and tested on a Silicon Graphics
Onyx InfiniteReality, with 2 MIPS R10000 194 MHZ CPU and 2
raster managers with 64 Mb of texture memory.

Our system has been tested on medical datasets acquired at the
Radiology Department of the nearby S. Michele hospital. In this
paper we present the results obtained on an autoptic specimen of a
human right carotid artery, fixed while distending to restore normal
in vivo morphology, explanted from a cadaver of a 32 years old
man, died by an accident, without any apparent cerebral disease.
The specimen was then studied by a vascular surgeon with optical
angioscopy, histologic sections, and virtual angioscopy.

The specimen showed two stenosis: the first (50% stenosis) at
the level of the carotid bifurcation, in the internal carotid artery op-
posite to the flow divider; the second (60% stenosis) two centime-
ters beyond the bifurcation. The angioscopy showed the narrow-
ings without any intimal lesion. Microscopically, both were fibrous

plaques with little cholesterol or calcium inside the lesion.
Virtual angioscopy was performed on a CT dataset of

256x256x32 voxels at 12 bit resolution. Figure 3 (color plates)
shows two views of the diseased vessel. The left image shows the
stenosis at the level of the carotid bifurcation, while the right one
shows the diameter of the vessel seen from above. Cutting planes
are positioned so as to identify interesting examination areas. The
cursor indicates the region where plaque has formed. Figures 4
and 5 (color plates) show two close-ups captured during virtual an-
gioscopy. The surgeon has identified the stenosis area and interac-
tively measures the variation in lumen of the vessel. The ruler is in-
teractively dragged during examination, and the endpoints automat-
ically follow the interior surface of the vessel. Figure 4 shows the
measurement of the lumen of the healhty vessel before the steno-
sis, while figure 5 shows clearly the actual luminal diameter in the
stenosis area.

The accompanying videotape illustrates the examination process
with interactive sequences recorded in real-time. The visual results
of virtual angioscopy are also compared with what can be obtained
by exploring through optical angioscopy the same autoptic speci-
men. This comparison shows that virtual angioscopy provides good
3D localization of the arterial lesion and precise reconstruction of
its geometry.

4 Conclusions

We have presented a system that merges the concepts of interac-
tive direct volume rendering and virtual endoscopy in a tool for
non-invasive analysis of diseased vessels. Our interactive virtual
angioscopy system takes as input data acquired with standard med-
ical imaging modalities and regards it as a virtual environment to
be interactively inspected. The system supports real-time naviga-
tion with stereoscopic direct volume rendering and dynamic endo-
scopic camera control, interactive tissue classification, and interac-
tive point picking for morphological feature measurement.

The system aims at supporting physicians in the understanding
of the precise spatial location and shape of the vessel lesions, which
is of primary importance for vascular disease treatment. The tests
made in collaboration with vascular surgeons have given promis-
ing results. Diseased areas have been easily identified and impor-
tant morphological features have been measured. We are currently
in the process of comparing the measures taken with our virtual
angioscopy prototype with what can be obtained by actually mea-
suring explanted vessels with a confocal microscope. Virtual an-
gioscopy promises to be a non-invasive medical procedure that can
improve the diagnostic sensitivity in the vascular domain. In par-
ticular, the precise reconstruction of the geometry and the good 3D
localization of the arterial lesion can be very important for endovas-
cular procedures in which balloon dilatation and vascular stenting
are performed.

Currently, the system requires a high-end graphics workstation to
provide enough performance for being used for real clinical studies.
Expansion of the PC and video game markets, means that good tex-
ture mapping hardware accelerators may soon make these methods
affordable in real medical settings.
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Figure 3: Cutting through an autoptic specimen of a human right carotid artery (256x256x32 CT dataset, 12 bit resolution, depth shading,
Drebin classification). The left image shows the stenosis at the level of the carotid bifurcation, while the right one shows the diameter of the
vessel seen from above. Cutting planes are positioned so as to identify interesting examination areas. The cursor indicates the region where
plaque has formed.

Figure 4: Endoscopic view of a stenosis area inside a human right carotid artery (256x256x32 CT dataset, 12 bit resolution, depth shading,
Drebin classification). The surgeon has identified the stenosis area and interactively measures the variation in lumen of the vessel. The ruler
is interactively dragged during examination, and the endpoints automatically follow the interior surface of the vessel. Here, the ruler is placed
before the stenosis, measuring the lumen of the vessel when healthy.

Figure 5: Endoscopic view of a stenosis area inside a human right carotid artery (256x256x32 CT dataset, 12 bit resolution, depth shading,
Drebin classification). The surgeon has identified the stenosis area and interactively measures the variation in lumen of the vessel. The ruler
is interactively dragged during examination, and the endpoints automatically follow the interior surface of the vessel. Here, the ruler shows
clearly the actual luminal diameter in the stenosis area.


