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Abstract

We present a practical approach for developing interactive environments that allows humans to interact with large

complex 3D models without them having to manually operate input devices. The system provides support for scene

manipulation based on hand tracking and gesture recognition and for direct 3D interaction with the 3D models in

the display space if a suitably registered 3D display is used. Being based on markerless tracking of a user’s two

hands, the system does not require users to wear any input or output devices. 6DOF input is provided by using both

hands simultaneously, making the tracker more robust since only tracking of position information is required. The

effectiveness of the method is demonstrated with a simple application for model manipulation on a large stereo

display, in which rendering constraints are met by employing state-of-the-art multiresolution techniques.

1. Introduction

In recent years, the large demand for entertainment and

games has resulted in major investments in commodity

graphics chip technology, leading to low cost state-of-the-

art programmable graphics units (GPUs) able to sustain ren-

dering rates of hundreds of millions of graphics primitives

per second. In order to fully harness the power of these

GPUs, specialized adaptive multi-resolution techniques have

been introduced to guarantee high frame rates with mas-

sive geometric models (e.g, [CGG∗04,YSGM04,CGG∗05,

BGB∗05]. As a result of this hardware and software trend,

it is now possible, by using only commodity components,

to develop applications offering very high quality real-time

visualization of complex scenes and objects on very large

screens and/or immersive 3D displays.

We envision a direct 3D interface for these environments

that does not require users to hold and manipulate input

devices, but rather accepts 3D gestures directly. Computer

vision provides a natural basis for this sort of interaction

method, because it is unobtrusive and flexible. Many in-

teraction techniques have been proposed in this field (e.g.,

see [PL03]). However, the complexity of markerless com-

puter vision tasks for full 3D pose recovery and gesture

recognition has been a barrier to widespread use in real-time

applications based on direct 3D manipulation.

In this short paper we report on practical techniques en-

abling the realization of interactive 3D environments based

on full 6DOF manipulation. The approach is centered on

a combination of dynamic color/background segmentation,

dynamic modeling of hand motion, stereo matching to re-

cover the 3D position of hands, and a priori knowledge about

the interaction area. 6DOF input is supported by simulta-

neously tracking the position of both hands and interpret-

ing their relative motion. The resulting system is thus made

more reliable since only tracking of position information is

required by the vision based subsystem. Moreover, the sys-

tem does not require an initialization step, making it possible

to naturally enter and exit interaction space.

The vision-based markerless hand tracking system can be

applied to several 3D manipulation tasks. Its features are il-

lustrated here through the control of the rendering of com-

plex 3D models on a large stereo display.

2. Vision based interaction

There is obviously a full body of research on interaction

within 3D virtual reality environments. The prototype dis-

cussed here is meant to work as an enabling technology

demonstrator of fully device-less 3D solutions using manip-

ulation of detailed 3D objects as driving application. Marker-

less 3D hand tracking is a major component of this applica-

tion. Several solutions have been recently proposed to track

hand motions and recognize gestures for human computer
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interaction. The methods applied differ in several respects

(skin segmentation method, dimensionality of the tracking,

temporal integration model, hand model, etc) and the de-

velopment of a visual interface of this kind requires both

knowledge of recent advances in tracking methods and a

careful analysis of user requirements. Recent results, e.g.,

[BKMM∗04,SMC01], show that complex hand models with

at least 26 DOF can be tracked nearly in real time using

smart model pose estimation methods. These methods, how-

ever, usually require complex parameter initialization and

the availability of high quality depth or disparity maps as in-

put. Practical applications, i.e. experimental game interfaces

or sign language recognition systems, are based on simpler

approaches, performing 2D tracking of the hand Region Of

Interest and aspect based gesture recognition. The first step

is usually performed through skin color segmentation in a

chosen component space [ILI98,Xu03,AKE∗04,MVMP05]

or motion residuals [YSA05, SWTF04] and regions/blob

tracking based on prediction/update schemes often exploit-

ing Kalman or particle filters [Xu03,YSA05,SWTF04]. This

last step can be achieved through the use of simple regional

features or more complex procedures such as statistical clas-

sification or sequence analysis with Hidden Markov Mod-

els [ILI98,CFH03,SWTF04,MVMP05].

We follow this trend, proposing a simple approach that

combines a hand region detection system based on a combi-

nation of skin color modeling and background subtraction,

a stereo 3D tracker based on a prediction-update model and

a simple aspect based hand shape recognition method. From

the evolution of the two hands’ states, it is possible to rec-

ognize and track different kind of gestures allowing an easy

interaction with the virtual object. In this way we obtained a

real time 3D tracking of two hands, with a rough gesture

recognition, a combination of features that improves over

current solutions, and that is suitable for the implementa-

tion of a variety of gestural interfaces. Another important

peculiarity of the system is that does not need a complex ini-

tialization (we just assume that hands appear in front of the

screen): the system detects the hands when they enter and

then tracks them, automatically re-starting the hand detec-

tion loop when the tracking algorithm fails.

Therefore, the system also has the ability to recover from

tracking failures due to noise, occlusions or illumination

changes. We obtained this feature by keeping the hand model

simple and exploiting a priori knowledge on the interac-

tion context. This simple method is able to acquire in real

time and without initialization tasks much more information

on hand gestures than that used to implement the interface

tested here. Moreover, with this kind of gestural interface,

we only need to detect the hands’ barycenter positions and

to recognize whether the hands are open or closed, but the

low level vision system is not forced to track hands orien-

tation. This last point simplifies the image processing tasks,

making them simpler and more robust at the same time.

3. A practical markerless approach to hand tracking

In order to support two-hand 3D interaction with a 3D en-

vironment, we do not need the localization of an articulated

3D model of both hands. However, we need a fully 3D real

time tracking of the position of the two hands, and the recog-

nition of a few simple postures. Furthermore, in order to nat-

urally support 3D interaction, the system must work without

complex initialization procedures and must be able to au-

tonomously detect the entrance and exit of hands in the vol-

ume of interaction.

The solution adopted consists of a hand region detection

system based on color thresholding and a stereo 3D tracking

with a simple aspect based posture recognition. The hands’

tracker setup is sketched in figure 1. A couple of calibrated

stereo cameras are placed under the interaction volume with

parallel optical axes pointing towards the ceiling and com-

mon x axes. This solution allows an optimal view of the ges-

ture and a simple disparity computation (small perspective

effects, horizontal search for disparity computation).

Figure 1: Vision based tracker setup. Two calibrated stereo

cameras are placed under the interaction volume with par-

allel optical axes pointing towards the ceiling and common

x axes. This solution provides full coverage of the gesture

space and simple disparity computation.

The dynamic model used for tracking consists of two hand

objects (left and right). Each object includes a status flag (ac-

tive or inactive hand), 3D position and velocity, the region of

interest and the orientation of the projected hands in the left

image and the current posture label (open, closed or point-

ing hand). Once the system is activated, a continuous hand

detection system starts searching for skin regions indepen-

dently in the left and right part of the left stereo image.

A classical method to segment skin regions is based on ad

hoc partitioning of a color space [PBC05, FG06]. Another

approach consists in assigning skin class probability to color

histogram entries (in a selected color space with a chosen

quantization) given a distribution model and after a training

phase [JR02,ZSQ99,SSA00,COB02,PBC05]. Our approach

is similar to the latter. The overall hand detection function hp

of an image pixel is given by a weighted sum of the follow-

ing values:
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• pc is a color based pixelwise skin probability depending

on r-g color components. This probability is precomputed

on a training set using a multiple Gaussian model and

stored in a look-up table;

• pt is a probability component depending on the difference

between the current image and an acquired background

model;

• pn is a term depending on the pixel neighborhood, which

increases the hand probability of a pixel when it is sur-

rounded by neighbors with high skin color probability.

We estimate hand region by thresholding this value.

If skin is detected, a tentative left/right hand region of in-

terest (ROI) is created around the left/right skin pixel closest

to the display, and if the skin area size in the ROI is compat-

ible with a hand, the left/right hand tracker is started, all the

hand parameters are computed (through binary mask analy-

sis and disparity computation) and the corresponding hand

detection loop is disabled.

The hand tracker works as shown in Figure 2: on the ba-

sis of the current status, a prediction of the ROI position and

size (depending on the z coordinate) is generated. If the ROI

is outside the interaction region or there is a collision with

the other hand, the ROI is automatically shifted in order to

keep the hand in the ROI and separated from the other. The

skin region is then re-segmented in the predicted ROI and

centroid (and ROI) position, orientation and gesture are re-

computed. In case of bad measurements (too few skin pixels

in the region) hand parameters are cleared and the hand is

set as inactive, otherwise the stereo disparity in the ROI is

computed by a 1D sum-of-squared-differences (SSD) min-

imization algorithm on a subsampled window [Gia00], the

3D coordinates of the hand are recovered from calibration

parameters and the posture label is evaluated. The posture

label is computed by a simple classifier which uses shape

descriptors (area, elongation) and the z coordinate as fea-

tures.

In the ROI tracking we do not perform averaging between

measurement and prediction as done in Kalman trackers.

This procedure is not particularly useful in this kind of appli-

cations due to the large variability of the inter-frame motion

and the lack of knowledge about measurement and model

noise. Weighted averaging between prediction and measure-

ment is applied only for the z coordinate estimation com-

puted on the basis of the disparity evaluated inside the hand

ROI. This is done because the matching algorithm can fail in

some cases due to clutter.

The measurement model used to track hands’ ROIs makes

also useless a multiple hypotheses approach such as the one

performed in classical particle filters [AMGC02]. The sort

of “mean shift” algorithm here applied to the ROI, makes

multiple hypotheses useful only in the case of large differ-

ences between samples (otherwise samples tends to collapse

to a single one [AMGC02]).

In future we plan to introduce multiple hypotheses gener-

ating only few samples with large hand centroid variations:

the ROI position in the particle samples will be derived from

the analysis of 2D hand acceleration histograms acquired

during a training phase.

Finally, in our tracking method occlusions and hands su-

perimposition are handled introducing a constraint so that

left and right ROIs cannot be superimposed. In this way, if a

user crosses his hands, one hand simply disappears. The con-

tinuity of the detection loops ensures that, when hands are

separated again, the two regions are correctly re-detected.

Figure 3 shows a frame of the processed stream captured

live during an interactive session.

Figure 2: Hand tracking flowchart. If hands are idle, the

hand detection loop (B) is activated in the interaction region.

If one hand is active, the tracking module (C) is iteratively

performed instead.

Figure 3: Hand tracking. Frame captured live during an

interactive session.
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(a) Idle (b) Translation

(c) Rotation (d) Scaling

Figure 4: Manipulation gestures. Closing both hands ini-

tiates the gesture. Object rotation, translation, and scaling

are recognized by selecting the dominant relative motion.

4. Two-handed manipulation

Three types of two-hand gestures are recognized: transla-

tion, rotation and scaling. A movement starts when both

hands are in the working area of the two cameras and we

detect that they are closed (as it would be done to grab a real

object), and stops when the hands release the object or when

they move out of the working area. At each moment from

the starting time to the final time the object is moved accord-

ing to three rules. Translation is accomplished by moving

the two hands in parallel toward a desired point where we

want to place the model. The model is moved by the rela-

tive translation between the starting point where hands have

been closed and the current position. Rotation is performed

by rotating both hands around their barycenter: the object

is rotated around a predefined pivot (which is generally in

the object center). The rotation axis is defined as the cross

product of the two vectors ’connecting’ the two hands at the

starting time and at the current time, while the rotation angle

is the angle between the two vectors. Scaling is done sim-

ply by moving the two hands apart, or moving a hand closer

to the other one. The scaling factor is defined by the ratio

between the initial and the current distance between the two

hands.

When the two hands start to grab the object, we try to

identify the type of movement that the user wants to per-

form by selecting the dominant type (translation, rotation or

scaling). Each type of movement is measured and the first

one whose measure is greater than a predefined threshold

value is selected and will be used until the object is released.

The translation measure is the distance of the barycenters of

the two hands from the starting time to the current time; the

rotation measure is given by the length covered by a point

rotating around the two hand barycenter with a radius equal

to half the mean distance between the two hands, and by

an angle given by the rotation estimation, and the scaling is

measured by the difference between the initial distance and

the current distance between the two hands. While perform-

ing the selection no movement is applied to the object; the

threshold used to identify the movement is 30mm, which is

big enough to identify the type of movement properly, but

not big enough to introduce unwanted response delay.

5. Implementation and Results

We have implemented a prototype hardware and software

system based on the design discussed in this paper.

As a simple illustration of our tracker’s current status and

capabilities, we have tested it by integrating it into a sys-

tem for large scale model visualization based on the Tetra-

Puzzles technique [CGG∗04] applied to high resolution laser

scanned artifacts.

Camera acquisition and hand tracking is performed on a

Pentium4 3GHz PC equipped with a mvSIGMA-SQ frame

grabber connected to two PAL cameras. The PC is connected

by an Ethernet 1Gb/s link to an Athlon64 3300+ PC with

a NVIDIA7900GTX PC running the graphics application.

A large scale stereoscopic display assembled from off-the-

shelf components is used to show images to the users. The

display consists in two 1024x768 DLP projectors connected

to the two outputs of the graphics card, polarizing filters with

matching glasses, and a backprojection screen that preserves

polarization. Thanks to the performance of the multiresolu-

tion technique, a single PC is able to render two 1024x768

images per frame at interative rates (over 30Hz) while ren-

dering multi-million datasets.

The interactive sequence depicted in figure 5 consists in a

short free-hand manipulation of Michelangelo’s David 1mm

model (56M triangles; data courtesy of Stanford University).

Using a calibrated large stereo display, objects appear float-

ing in the display space and can be manipulated by translat-

ing, rotating, and scaling them with simple gestures. Under

controlled lighting conditions, the hand tracker performance

was satisfactory, as the tracking system was able to work at

10-15Hz rates, including frame acquisition times, while pro-

viding stable 3D positions and recognitions of open/closed

states. Using two hands to input 3D transformations proved

natural and reliable.

6. Conclusions and Future Work

We have presented a practical working implementation of an

interactive display where the stereo visualization of a huge

3D scene can be controlled through a gesture-based inter-

face. The system does not require users to wear any input or

output devices. Vision-based tracking of a user’s two hands

provides for direct 3D interaction with the 3D models in

the display space. The prototype discussed here is clearly

meant to work as an enabling technology demonstrator, as

well as a testbed for integrated 3D interaction, visualization,

and display research. From the user interaction point of view,

even the current simple hand tracking and gesture recogni-

tion system is already sufficient to obtain a simple device-

less interaction with the virtual scene without the need of
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Figure 5: Interaction sequence. These images illustrate successive instants of interactive manipulation of the David 1mm

dataset (56M triangles) using a stereoscopic display coupled with the vision based hand tracker.

relevant user training. We are currently working to improve

its performances in different respects: hand model tracking

will be improved by testing an adaptive change of the skin

color model in order to make the system adaptive to variable

illumination conditions and by testing different methods to

perform multiple hypothesis tracking; the posture dictionary

will be expanded and the number of recognized gestures will

be increased after a task analysis for the different required in-

teractions and usability tests on different proposed gestures;

automatic calibration methods will be developed to make the

system easily adaptable to different positionings, environ-

ments and displays. There is obviously more to user interac-

tion than simple object manipulation. Devising general user

interfaces that leverage the unique features of immersive 3D

displays and computer vision methods is a challenging area

for future work.
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